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The paper in summary...

This is Maxim Institute’s second paper on artificial intelligence (AI). Our first, At the Cutting Edge: How Artificial Intelligence 
Will Change our Primary Sector Forever, considered the impact of AI on our agricultural sector. This discussion paper 
considers the impact that AI will have, and is having, on our democracy. 

The paper begins with an overview of the uses and benefits that AI brings to most facets of our society. We then turn to 
the various threats to our democratic processes that the use of AI poses. Some of the phenomena discussed, such as 
“nudging” and the use of misleading text and pictures, are not new in our political processes, but the advent of AI has 
increased their reach and speed. Other threats, such as the psychographic profiling and microtargeting of voters, have 
been substantially strengthened by AI and have become go-to tools for influencing elections, policy outcomes and even 
individual decision-makers.

We then turn to the external threats that are strengthened by the increasing sophistication of AI. The paper outlines the 
ways that foreign governments are already attempting to influence elections and public opinion around the world. It 
also explores the threat of cybercrime by non-state actors as well as the ability of multinational corporations to use AI 
to shape the public discourse and the regulatory/policy debate. 

Finally, we turn to an internal threat to our democracy: algorithmic government. The temptation may come to turn over 
more of our governmental decision-making to AI to improve policy responses, productivity and efficiency.  Although 
well-intentioned, there is a real risk that we slide from democratic accountability into digital authoritarianism with little 
to no voter input.

Having set out the opportunities and risks that AI poses our democracy and government, we finish the paper with three 
broad recommendations:

•	 At the individual level. We all need to be aware of the impact of AI and improve our critical thinking skills. We 
should all analyse our online sources and broaden our horizons when it comes to consuming media so that we 
can break free of our epistemic bubbles and limit the effectiveness of nudging, microtargeting and disinformation. 

•	 At the national government level. The New Zealand Government should create a new business unit under 
the Department of Prime Minister of Cabinet: The AI Coordination Group. This Group would be responsible for 
strengthening protections around government-held data about New Zealanders, overseeing and guiding the use of 
AI by Government Ministries and leading the review of New Zealand’s existing legislative and regulatory framework.

•	 At the international level. New Zealand should be part of the nascent international attempts to ensure that AI 
does not undermine our democratic systems. New Zealand should be arguing that democracy requires human 
accountability and that the normative centre of all public power is people, and not technology. 

If these recommendations are followed then this will go a long way towards ameliorating the worst consequences of the 
widespread use of AI in our democracy and government. AI will feature heavily in our future campaign seasons. However, 
if we all know its effects and reach then we can protect our democratic systems from its undesirable effects.

Maxim Institute Discussion Paper	 i
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A note on our research method: To explore the usefulness or otherwise of AI, we prepared this paper with limited and 
selective use of ChatGPT-3 and -4, Claude+, and Sage. We asked these programs such questions as "Explain psychographic 
profiling”, "What destroys trust?”, "What are epistemic bubbles and why are they a risk?”, "What is the impact of disinformation 
on elections?”, and “What are deep fakes?”. The responses did not alter our literature review that had been conducted 
earlier and which forms the basis for the paper. Instead, the answers provided aided in the structuring of the argument 
and the points to be made. However, the responses required reordering, deletion of repetition, editing, and the inclusion 
of much additional material. The large language models were certainly not flawless. Overall, despite errors, gaps in detail, 
and ineffective referencing, the AI showed itself to be a promising aid to research and text generation. It may well soon 
become as word processors were to typewriters and handwriting: something useful which we hardly think about.

A note on our endnotes: There is a large and rapidly expanding body of research on the uses, risks and opportunities 
that come with AI. The most useful sources that we found in our literature review have been placed in the endnotes to 
this paper. We refrained from placing many quotations in the body of the text to make the paper more readable. However, 
interested readers will find a wealth of further material and quotations in the endnotes. 
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Maxim Institute’s discussion paper on AI and agriculture). 
AI is creating massive labour efficiencies. We can do more, 
and more quickly than ever before. We have access to 
information instantly. Thanks to AI and the underlying 
technological infrastructure that enables it (for example, 
fast networking and graphics processing units), we can 
communicate through a range of media, sharing ultra-
high-quality images with ease and speed. 

Machine (or artificial) intelligences aid research in 
medicine, linguistics, engineering, social science, transport 
and communication, and astrophysics. They also expedite 
social connections. Further, working as recommenders, 
they not only predict who we will enjoy meeting but what 
we will enjoy eating, listening to, and watching. They profile 
us and make it easier for us to find what we want or to 
meet people with shared interests. For many this involves 
gaming communities or networks of discussion groups, 
book clubs, and so on. In all these domains AI is designed 
to make things easier, quicker, better, and more enjoyable. 
Furthermore, it aims to improve its own performance.

In terms of our government, democracy, and elective 
processes, AI works to similar ends. It looks to create 
efficiencies—to make things run smoothly with less 
wastage.6 A detailed understanding of a political 
candidate’s views and values can, for instance, be 
shared on social media helpfully. So too can a party’s 
policies. At a government level AI’s capacity to analyse 
data, offer predictions, and make recommendations 
arguably surpasses human ability. In health, transport, 
financial planning, defence—across all ministries and 
departments, AI acts as a powerful instrument. It has the 
possibility to enhance the workings of democracies and 
their governments. 

1.3 AI is Everywhere

1.3.1 Business and Manufacturing

Not only is AI startling, it is also becoming ubiquitous. This is 
due to digital things (connected devices) and the internet of 
things7. The presence of machine intelligence and learning 
is an increasing reality in business and manufacturing. It not 
only assists employees but also in some instances replaces 
them. This is true of both blue- and white-collar workers. 
Robotics, drones, virtual assistants, voice recognition, 
large language models (LLMs, e.g., ChatGPT-4), AI logistics 
programs, augmented reality, and intelligent accounting 
are the types of technologies expediting this. 

1. INTRODUCTION

1.1 AI among us

AI brings many benefits to society.1 These benefits are 
remarkable and may come to affect nearly every area of 
human experience. Because of these benefits, AI is not 
going away. On the contrary, it will become more entwined 
in our lives, whether we are aware of its presence or not. 
Just as the developmental history of TVs, phones or cars 
has shown us, AI will increase in quality and capability 
over time. As humanity has experienced agricultural and 
industrial revolutions, so it is now caught up in the birth 
pangs of a new revolution—one which will define coming 
eras.2 Where irrigation, soil science, seed, scientific method, 
metallurgy, coal, oil, and nuclear elements fuelled previous 
leaps in civilization, data will fuel this one. If data is not 
already our most precious commodity, it will become so. 

AI is nearly ubiquitous. It will operate, perhaps 
autonomously if allowed, in most areas of human activity. 
Something new and powerful is emerging that will change 
our lives at every point. It might be thirty years before we 
see the scope and shape of this; we might not understand 
its significance for a further century. But we will probably 
come to recognise it as revolutionary in the grand sense 
of the word.3 

1.2 A Growing awareness of AI

Programs like ChatGPT-4 and DALL-E have caught our 
imagination, raising awareness in generative machine 
learning. Now everyone is talking about AI.4 Both platforms 
are amazing. It is quite easy to point to their failings, but 
that is to miss their significance.5 Early platforms and 
technologies are precisely that: early. What comes later 
is more capable and helpful. Consider our use of Google, 
Netflix or Amazon compared to our experiences of sites 
like Yahoo in its early days. Text and image generation is in 
its infancy. What comes next will change the way we think 
about writing, and, for example, the power of Hollywood.

But it is important to realise that as impressive as these 
technologies are, even in their early stages, AI has been 
silently working across multiple sectors changing, and 
sometimes improving, our lives for the last decade or 
more by creating efficiencies. AI as machine intelligence 
and learning is enabling a quantum leap in productivity 
(as, for example, we documented in At The Cutting Edge, 
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the loop of decision making because they are too slow or 
simply unable to understand the rationale calculus for the 
nature of a transaction.

1.3.3 Family and Education

The unseen presence of machine learning is also thick in 
family life and education. As intimated earlier, children and 
families interact with it continuously, for instance, through 
posts, games, search engines and tailored information, 
Instagram, Facebook, YouTube and feedback loops used 
in formative assessment in classrooms (virtual or real). AI 
is already affecting teaching and learning. It is taking on a 
system that has long needed an overhaul.

In some countries, such as Japan, robotic intelligences 
support the elderly, comfort the lonely, provide dementia 
care, and more disturbingly engage in sex with humans.14 
A number of TV series and films already explore AI as 
“embodied”, and how it might act and change our 
perspective on relationships.15 Such stories pose the 
question of whether a person can form a strong, meaningful, 
and rewarding relationship with a non-human intelligence. 
It might sound ridiculous, but commentators argue that 
issues of personhood, emotions, and more profoundly, 
consciousness arise in this scenario.16

We will have to confront the degree to which we are 
comfortable with robotic intelligences, digital games, and 
interactive programmes being a part of our wider lives 
and in the raising of our children—especially if they are 
hackable.  Family and education are increasingly entwined 
with AI.

1.3.4 Security and defence

The pivotal domains of defence and cyber security are also 
becoming more reliant on AI to protect against identity 
hacking, theft, phishing, stalking, privacy invasion (see 
further below in section 2.1).17 The most crippling attacks 
in recent years on industry, hospitals, utilities, government 
departments, and banks have been on those which have not 
had advanced AI monitoring their security arrangements.18 
Machine intelligence scrutinises enormous amounts of 
data almost instantaneously to detect any irregularity. 
It has even developed the capacity to anticipate cyber-
attacks based on changes in an environment. AI can be 
both poacher and gamekeeper: at the same time managing 
cyber security against AI-generated threats.19 

Whether in the production of planes, cars, phones, 
software, semiconductors, houses, clothes, or food, 
machine learning works with declining error, continuously, 
and for no salary. And when it is designed to do so, it is 
improving its performance.8 In the next three years it is 
likely that AI will create notable efficiencies for businesses 
that adopt AI strategies as core to management. Machine 
intelligences may well oversee major utilities. They will 
continue to improve the automation of transport and 
delivery systems. We may soon see, for instance, pilots, 
uber and taxi drivers, and train operators having less 
agency in relation to the algorithms that underlie their 
vehicles, and perhaps even becoming redundant.9

Moreover, AI will generate and distribute entertainment—
whether this takes the form of gaming, streaming movies, 
or music. It can create images, movies and sound from 
written commands. In so many areas, machine learning 
is changing business and manufacturing, and radically 
disrupting current employment arrangements.

1.3.2 Investment

Finance and investment have traditionally been tied to 
sages and big personality types; it has variously relied 
on associative memory, intuition, intersubjectivity, and 
“quants” (experts’ statistical and mathematical methods 
that forecast financial markets’ behaviour). But as Thomas 
Nagel observed, they have never achieved “the view from 
nowhere”—i.e., a godlike awareness of trends, information 
and events that affect the market, sometimes within 
microseconds.10 Machine learning, however, seems to 
be approaching such a state, and it is increasingly being 
used for trading stocks, forex, banking, the development 
of financial instruments, and spotting fraud.11

Machine intelligence and learning systems analyse data 
and trends far faster than “experts”. For instance, they 
are beginning to predict accurately a company’s results 
and a market’s response. They have superior immediacy 
of feedback and computational power compared to 
humans; and they can trade without fear, basing their 
decisions on the analysis of cold, hard data. They have also 
repeatedly and positively exploited counterintuition.12 They 
are being shadow-used or actively employed by traders 
in the markets.13

Depending on regulation, AI will likely play an even greater 
role in finance, banking and investment in the next ten 
years. Humans may well have to fight not to be left out of 
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On the kinetic front, machine intelligence is now capable 
of being deployed in multiple ways in the form of drones, 
attack vehicles, as well as smart and hypersonic missiles. 
If permitted to do so, it will operate autonomously.  In “fire 
and forget” mode, drones with no human controller at a 
joystick carry out assassinations and targeted killings.20 

1.3.5 Health

AI is also becoming widespread in health and medicine. It 
is used for monitoring health, anticipating, detecting, and 
diagnosing illness (blood analysis and evaluating CT scans, 
x-rays, and MRIs for malignant legions or tumours, etc.), 
decision support, and the discovery and development of 
medicines, vaccines, and cures.21

Some hold that a turning point is looming because 
biotechnological innovation driven by machine intelligence 
will bring about new forms of human augmentation. Genetic 
engineering will not only be used to target disease but also 
for human enhancement.  Questions over how much and 
what type of augmentation is permissible and who benefits 
from such enhancements are already arising.22 

The issue is made more complex by neural links or neural 
lacing and robotic, skeletal technology. The former holds 
out the sci-fi like possibility of uploading data to and 
from the brain. In consequence, some futurists, such as 
Elon Musk, believe humans might evolve into digital non-
biological “persons”. All joking apart, this is seen as an 
advantage as it suggests we would not easily be worn out 
by time, and therefore options like extended interplanetary 
travel and survival beyond an environmental Armageddon 
become possible.23

In sum, AI in the forms of robotic intelligence and machine 
learning is becoming ubiquitous. Keep this fact in mind 
when we turn to its effects on government, democracies 
and our elective processes. In business, finance, family, 
education, defence, cybersecurity, and health, AI is 
becoming a housemate, if not an essential tool. It is vital 
to grasp the fact that in each of these fields, competition 
and the need for economic survival will all but guarantee 
AI’s continued uptake. To be competitive in product 
quality, marketing, distribution, and pricing, and to enjoy 
the benefits accruing from this, it will be necessary for 
individuals, businesses, and governments to embrace 
these technologies. Further, on the geopolitical front, the 
pressure to place AI at the centre of strategic thinking and 
action will inevitably intensify. 

1.4 Is this a Nuclear Moment?

A number of legal, scientific, religious, and political 
leaders believe that advances in AI are bringing us to a 
nuclear moment, i.e., a time of profound discovery with 
its concomitant opportunities and risks.24 This is for two 
reasons: first, we do not fully understand the technology 
we are developing but we have intimations of its power. 
Secondly, it is seemingly inevitable that we will give robotic 
and machine intelligences more authority or scope to 
manage our lives and political arrangements. We will, so 
to speak, put ourselves in the back seat. This is fine if AI 
remains within our ability to moderate and control. It is 
not so good otherwise.25 

Relinquishing control of our lives carries enormous risk. 
But so does maintaining control.26 The rise or AI appears 
inevitable and irresistible, which is why we need to align 
AI’s values with our own and to place parameters around 
its power. Parameters will also be needed to safeguard 
our deeply cherished political processes, as we shall see.
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context of AI psychographic profiling has agency. It is 
algorithmic and a product of machine intelligence, but 
the use of machine learning has brought astonishing 
levels of sophistication to psychographic analysis. It has 
augmented social interaction and business practices. It 
has also dramatically enabled the ambivalent practice of 
microtargeting (explained further below). More recently it 
has incorporated scraped data from our browsing records, 
searches, preferences (website, articles, and videos), and 
gaming habits. Machine intelligences examine, analyse, 
and record the shape and impress of our digital footprint.

Psychographic profiling also uses data from social media, 
studying the types of content, topics, and brands that draw 
our eyes and touch our wallets. It studies our spending 
habits, shopping preferences, and brand loyalties. 
Moreover, it uses data gleaned from our frequent flyer 
and rewards cards, gaining an insight into our personality 
that possibly surpasses our own.27 It consumes information 
from a host of apps, devices, and platforms, which, we 
use daily without pausing for thought. In some iterations, 
depending on the jurisdiction or the type of government 
(autocratic, authoritarian, or democratic), psychographic 
profiling makes use of our health, education, employment, 
credit, and tax history.28

In terms of personality assessments, psychographic 
profiling also determines our personality type (Myers-
Briggs, Big Five, Typefinder, DISC). It predicts behaviours 
such as introversion or extroversion, openness to 
experience, or conscientiousness. This enables marketers 
to finesse their messaging so that it appeals to specific 
personality types.29 Micrographic profiling also targets 
our tikanga, values and attitudes because they too 
affect our decision-making. These might relate to the 
value of life, sustainability, immigration, religion, family, 
tradition, or education. Marketing campaigns which align 
with our values are more likely to be successful. Recent 
search suggests personality is dynamic. Character is to a 
degree fluid and values change. The traits, however, that 
psychographic profiling identifies, even if they prove to be 
seasonal, remain useful to marketers.

The same level of scrutiny washes over our interests. Our 
love of sport, cycle trails, comedy, the beach, the bar down 
the road, or of real-estate are data points for leverage. They 
help predict our behaviour and enable the generation of 
content that appeals to specific consumer segments. The 
same goes for lifestyle—the patterns of behaviour and 
decision-making that define how we live. Profiling takes 

2. HOW CAN AI UNDERMINE 
DEMOCRACY?

This section has three parts. Subsection 2.1 describes the 
methods and technologies that have been developed by 
tech companies and businesses for management, sales, 
and marketing etc., but which can be used politically either 
benignly or malignly. These include psychographic profiling, 
reverse engineering for identification, microtargeting and 
nudging. The subsection also includes commentary on 
misinformation and disinformation, and the realities and 
dangers of epistemic bubbles (knowledge bubbles). It 
also highlights risks to democratic processes, to voting 
and elections.

The second subsection (2.2) looks at threats to government 
and to democracies. It reflects on the external threats posed 
by foreign intelligence services and criminal networks. 
Additionally, it touches on the power of multinational 
companies. This subsection also examines the question 
of algorithmic government arising from either apathy or 
good intention. 

Finally, subsection 2.3 addresses the issue of trust and how 
it is undermined by the malicious use of AI. The subsection 
points to the importance of trust in government (and wider 
society, business, education, etc.), and how its erosion 
damages the New Zealand body politic.

2.1 The threat to elections 

This section describes methods and technologies which 
have been developed over the past fifty years, and which 
have been increasingly used during the last two decades 
for political purposes.

2.1.1 Psychographic profiling and predictive 
behaviour

Psychographic profiling and microtargeting are not new. 
We have always wanted to know who we are interacting 
with and what their interests are. We want to relate to 
them. Psychographic profiling generates the profile of 
a group of people based on their psychological and 
behavioural characteristics. It outlines their interests, 
lifestyles, personality traits, values, attitudes and opinions. 
Typically, psychographic profiling has been based on data 
collected through expensive, time-consuming surveys 
and focus groups. It is incorrect to suggest that in the 
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2.1.2 Reverse engineering for identity

Recent news articles have reported that machine 
intelligences have cracked ancient languages. Taking 
fragments of cuneiform text from thousands of tiny shards 
of clay, AI has reverse engineered millennia-old Sumerian, 
Akkadian and other etchings to decode the languages. 
A feat previously deemed impossible by solely human 
means.36

Using similar skills, a more disturbing phenomenon sees 
machine intelligence taking tiny particles of information 
from multiple platforms and isolated sources and re-
assemble them into a single personal profile. AI is reverse 
engineering specks of data and bringing to life our digital 
identities. Using trace data and algorithmic behavioural 
prediction machine intelligences are creating an image 
of us. It is a simulacrum—it does not reflect our human 
complexity. It is, however, a development that is especially 
disturbing for law makers and policy writers who are trying 
to protect our privacy.37 Previous legislation guarded us 
from powerful corporations on-selling data but did not 
anticipate the type of psychographic profiling that has 
emerged through this form of technology. It is difficult to 
pin liability on any one business that might store limited 
information on us, especially when it is available from 
other sources and is only useful when combined with 
many others.

2.1.3 Microtargeting

Psychographic profiling just discussed quickly tips 
into microtargeting. And like psychographic profiling, 
microtargeting has its origins in business. Banks and 
financial services, pharmaceuticals, retail and e-commerce, 
initially drove its development. More recently, subscription 
services, and social media and advertising have given 
it fresh impetus.38 The latter has become especially 
important to elective processes. We have already noted 
that machine intelligence is operating across every 
sector. It is ubiquitous. But it is also core to contemporary 
microtargeting operations.

Thus, banks and credit card companies use microtargeting 
to offer custom-made financial products and services. 
They target individuals who will be interested in new 
savings accounts with specific features or a credit card 
with certain rewards. They also pay minute attention 
to our credit worthiness and financial risk profile.39 
Pharmaceutical companies and healthcare providers 

account of factors such as our work-life balance, health, 
exercise, wellness and travel choices. By understanding 
the lifestyles of their target audience, marketers create 
campaigns that fit our lives.30

It is important to grasp that all the information mentioned 
above is analysed nowadays by machine intelligences. This 
activity is expedited by the Internet of Things (IoT)—“an 
ecosystem of sensors in our homes, offices, vehicles, on 
our bodies, and in public places that collects raw data on 
us.”31 Indeed, Cisco estimates there are currently one trillion 
inter-connected IoT devices and that by 2040 there will be 
45 trillion “things” gathering our data.32 The bulk of the data 
relates to industry—to tracking products, and monitoring 
equipment and environments, etc. But we should not forget 
that on the human/social front information collected via 
phones, wearables, and home automation, is already being 
parsed by machine intelligences which find patterns and 
trends, predict behaviour, and create three-dimensional 
profiles of target groups for marketing. These profiles 
move far beyond traditional demographic segmentation, 
which focused on simple factors like age, gender, income, 
and education. They lead to highly targeted and effective 
marketing campaigns.33

In sum, the purpose of psychographic profiling is to gain 
a deeper understanding of the needs and motivations of 
a particular group of people, and to anticipate how they 
will behave in certain conditions. This enables marketers 
to tailor products, services, and messaging to better 
meet their needs. Over two decades, psychographic 
targeting has become increasingly sophisticated. More 
recently, narrow algorithmic machine intelligences using 
statistical modelling have advanced the practice further. 
Data scraping and data aggregation from a broad sweep 
of devices, platforms, services, and applications now 
provide panoptic insight into our lives and peccadillos, 
and divide us into hyper-specific social segments. These 
may consist of a few thousand or a few dozen people with a 
high degree of similarity. They are gold to marketing.34 They 
result in higher conversion rates and sales while granting 
better customer satisfaction. More importantly for our 
purposes, and in relation to elections and government, 
psychographic profiling is becoming invaluable to advisors 
running political campaigns.35 As we shall see in following 
sections, it enables them, for example, to target swing 
voters with precise, tailored messaging.
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targeted segment. Its models are unremittingly optimized 
for better results. It swaps out text, images, and videos 
to be more persuasive and to garner a greater number of 
followers. Customised content and political messaging 
resonate and find a home with audiences, resulting in 
higher click-through, conversion, and loyalty rates.46

Thus, microtargeting gives political parties and campaign 
managers a substantial competitive advantage. Big data, 
deep data insights, and precision targeting enable them 
to secure and retain voter segments.47 Further, it opens 
new opportunities for them. It uncovers niche audiences, 
or hidden voter segments, that can form partnerships 
to defeat an incumbent or shore up the status quo. AI 
experts warn that “the use of Big Data and AI in digital 
media are often incongruent with fundamental democratic 
principles and human rights. The dominant paradigm is 
one of covert exploitation, erosion of individual agency 
and autonomy, and a sheer lack of transparency and 
accountability, reminiscent of authoritarian dynamics 
rather than of a digital well-being with equal and active 
participation of informed citizens.”48 It is worth highlighting 
the scalability of this. Although microtargeting is highly 
customised, machine automation (mailouts, bots, etc.) 
allows it to be executed at massive scale.49 It can instantly 
reach millions of individuals with ringing endorsements of 
political leaders, impact statements on a proposed tax, or 
stats on emigration. 

In sum, microtargeting is powerful and effective. It is 
addictive and political campaigners are becoming users. 
It reaches specific voter segments based on their political 
beliefs, values, interests, and demographics. Campaigners 
use microtargeting to send personalised messages to 
voters who care, for example, about environmental and 
sustainability issues, highlighting their candidate’s green 
policies and achievements. Such information can be 
helpful to voters. But questions remain as to the integrity 
of information sent out, its comprehensiveness, and what it 
does not acknowledge in relation to other policy stances.50 
It can be misleading and trigger voters to make decisions 
and act on poor information.

2.1.4 Nudging

As we have seen, microtargeting uses psychographic 
profiling. It takes information, “frames” it, and targets us 
in order to “nudge” our decision-making on a particular 
issue. In the case of elections, it subtly influences our 
political choices.51

also use microtargeting, pinpointing patients with specific 
conditions, treatment histories, or demographic profiles. 
They target ads for weight loss, diabetic treatment, or 
arthritic relief, etc., using data from people who have 
researched medication online or have a history of 
purchasing related products.40

Likewise online retailers have adopted microtargeting as 
a core strategy. They, too, provide personalised product 
recommendations based on our browsing and purchase 
history. Texts also spruik targeted sales on products 
chronicled in rewards and loyalty programs. And each 
particle of sales information is collated and rendered by 
a machine intelligence into something that might appeal 
to us and make us finger our credit card.41 An action which 
in turn feeds the growing and general capabilities of AI.

It is the same story with streaming platforms like Netflix, 
Amazon Prime, and Spotify. Their success largely depends 
on the hunger for new content generated by microtargeting. 
Material is matched with preferences reflected in our 
viewing and listening history. This keeps us engaged with 
the platform and ensures our continuing subscription.42 
More generally, businesses are developing AI strategies 
that include microtargeting. Using machine intelligence 
technologies they leverage social media platforms like 
Facebook, WhatsApp, TikTok, and Instagram, and deliver 
targeted ads to specific audiences based on interests, 
behaviours, and demographic data, etc. 

We need to make two observations here. First, the 
technology and practices around microtargeting have 
matured dramatically in the last five years. They are deeper, 
more powerful, and more comprehensive. Secondly, the 
availability and aggregation of data provides politicians, 
election campaign managers, domestic lobbyists, and 
foreign powers with an unprecedented ability to interfere 
in our elections.43

Microtargeting is becoming a go to tool for influencing 
elections, policy decisions, and even justices in High 
Courts, because it works.44 Microtargeting precisely 
matches the psychographic profile of the people it takes 
aim at with its messaging. It presents them with party 
policies or the character traits of a leader that they value. 
Its messaging is on point. It is relevant and persuasive. 
More importantly, people receiving it see it as time-saving 
and useful.45 Machine learning also continuously analyses 
how people engage and respond to different messages. 
It determines what is currently most effective for each 

EMBARGOED

UNTIL 5AM TUESDAY 03/10/23

EMBARGOED

UNTIL 5AM TUESDAY 03/10/23



Maxim Institute Discussion Paper	 7

driven approach allowed Macron’s campaign to adapt its 
tactics in real-time and maximise the impact of nudges. 
These arguably contributed to his election victory.56

Another example can be seen in the 2019 Indian general 
election, when the Bharatiya Janata Party (BJP) and the 
Indian National Congress, used chatbots extensively on 
WhatsApp and Facebook Messenger to secure voters. They 
flooded users with information on party policy, candidates, 
and voting logistics (when, where, and how to vote). 
By offering “personalised” and importantly, interactive 
experiences, the chatbots raised awareness among voters 
on key issues and candidates who would address them. 
They nudged citizens to vote in specific party directions. 
It is worth noting that bots are now advanced enough to 
“identify keywords in public posts or conversations and 
then populate the content with their own posts (if they act 
as spambots) or conversations (if they act as chat bots).”57

Personalisation is a slightly different form of nudging to 
framing. It is more sophisticated. Using large data sets 
and machine learning it microtargets voters with messages 
on various issues like crime, immigration, and the cost of 
living, etc. Through extensive data scraping and profiling, it 
raises issues of interest to us. It then intentionally nudges 
us towards a given candidate whose values and priorities 
appear to align with ours.58 Working in conjunction with 
“sentiment analysis” which captures degrees of positivity or 
negativity towards something, this type of personalisation 
can be helpful. It can act as a positive filter. But it can 
also be construed as deception and manipulation. And 
it can leave us feeling used (we are being targeted and 
manipulated) and erode trust (see subsection 2.3 below).59 
For the last decade, political campaigns have leveraged 
huge amounts of data to personalise nudging at scale. And 
they have been very effective.60

In the 2012 United States presidential election, Barack 
Obama’s campaign used data analytics to tabulate voters 
based on their gender, age, ethnicity, and issue preferences. 
It was the first step to targeted personalised messaging. 
Young voters were beset with messages relating to 
student debt and affordable healthcare, while older voters 
received messages about social security and Medicare. 
The personalised approach saw Mr. Obama’s campaign 
connect with discrete segments of voters and is widely 
believed to have contributed to his re-election victory.61

In a similar manner, but with more sophistication, the UK 
Labour Party used sentiment analysis in the 2017 UK general 

There has always been nudging in some form. In the early 
twentieth century blunt forms of nudging might have 
involved favouring candidates by listing them first in ballots. 
Or perhaps it may have involved by detailing their virtues in 
slightly larger information boxes in pamphlets, etc. Later it 
may have involved distributing news feeds that anchored 
public perception, releasing a poll with a candidate as a 
frontrunner, thus nudging voters to get onboard with the 
natural winner.

Nor are framing effects new. They work in tandem with 
predictive analytics. They present information or policy 
initiatives in a selective, emotionally resonant way, 
advancing specific candidates or policies which will find 
favour with particular voters. We respond positively to 
these frames of information because they play to our 
concerns. But they tend to place no expectation on us 
to evaluate the rest of the policies a party will introduce. 
Framing nudges us towards candidates by portraying them 
in the most compelling light. 

For example, in the last Canadian federal election (2019), 
predictive analytics identified swing voters and regions 
where electoral races were tight. By analysing previous 
voting patterns, demographic data, and survey responses, 
campaigners were able to tightly frame the messaging in 
key battlegrounds, such as the Greater Toronto Area, where 
only a handful of close races determined the outcome of 
the election. The targeted approach enabled parties to 
carefully allocate their resources and nudge undecided 
voters towards candidates in crucial electoral districts.52

Campaigners also use machine intelligences to bombard 
us.  The frequent flashing of a political candidate’s name, 
slogan, or message nudges us down a desired path of 
action.53 It does so through familiarity. As we generally 
prefer things we have been exposed to before, we become 
more inclined to vote in a certain way. To use repetition in 
microtargeting is to deploy a basic but powerful nudge.54

To this end, bots and chatbots have flooded the internet. 
They nudge us with titbits and gobbets of information. 
They can encourage us to change our minds to great 
effect.55  In the 2017 French presidential election, Emmanuel 
Macron’s campaign used A/B testing (which variant do you 
prefer A or B?) to optimise its digital marketing efforts. 
By experimenting with bots using different email subject 
lines, ad creatives, and social media content, the campaign 
hit the most effective messaging strategies for engaging 
supporters and then motivating them to vote. The data-
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Campaign managers also use social influencers and 
social media to amplify personalisation. We tend to be 
nudged by the views of our peers and social groups. So, 
reaching one person through personalisation can have the 
effect of reaching many.65 Thus, campaigns often try to 
leverage social influence by sharing the endorsements of 
celebrities, sports stars, leading musicians and influential 
community leaders. Close friends and those we adulate 
are voting for so-and-so, and peer pressure pushes us to 
follow suit. In this way, social pressure nudges more and 
more voters down the same road. America has mastered 
this canvassing technique, but in recent elections in New 
Zealand, Australia, Canada, and the UK, political leaders 
have all employed the same technique, holding up the 
hands of celebrities and posting images that spread quickly 
across social media.66  The strategy is used, too, for the 
introduction of cornerstone legislation and policy. 

In summary, nudging works by using AI to tap into people’s 
psychological predispositions, identify the thought 
processes they use when making complex choices, and 
predict how they will think and act in relation to certain 
information. It targets behaviour, but reaches into our 
thoughts and emotions. It deploys the techniques of 
favouring, framing, repetition, personalisation, and social 
pressure. Campaign managers aim to nudge voters towards 
their candidates in preference to others. But nudging runs 
the risk of becoming covert manipulation. While nudging 
is an age-old phenomenon, and not an evil per se, the 
technology driving it today allows for a subtlety, scale and 
speed of application that carries new dangers.

2.1.5 Disinformation and deepfakes

Disinformation is the deliberate creation and dissemination 
of false or misleading information.67 Disinformation should 
be distinguished from misinformation. Both refer to the 
spread of false or inaccurate information. But their intent 
differs. Disinformation intentionally disseminates lies to 
deceive, manipulate, or harm people and institutions. 
Misinformation is unintentional and is without malice.68

Because disinformation is what we used to know of as 
lies, it is a phenomenon as old as time, but its reach is 
so much longer today: “AI tools available on the internet 
actively promote rumour cascades and other ‘information 
disorders’.”69

election to gauge people’s feelings through social media. By 
analysing the emotions and opinions expressed in tweets, 
Instagram and Facebook posts, the party identified key 
issues that resonated with members of the British public, 
such as healthcare, education, and housing. This enabled 
the Labour Party to focus its messaging on issues that 

New Zealand political parties, candidates 
and lobby groups use Facebook and Google to 
advertise their campaigns. Both the Labour Party 
and the National Party use detailed targeting for 
their advertising, spending $132,802 and $75,172 
respectively on their Facebook campaigns for the 
ninety days between 22 February - 22 May 2023.63

Both Google and Facebook require New Zealand 
political advertisers to verify their identity and 
location and to publicly disclose who is publishing 
and paying for content. Google only permits political 
advertisers in New Zealand to target advertising 
based on context—the types of webpages where 
an advertisement can be shown. However, in 
response to rising concerns globally regarding 
the use of micro-data and political nudging, as 
of 2022 Facebook no longer permits political 
advertisers to target demographics based on 
health, race or ethnicity, political affiliation, 
religion, or sexual orientation.64 Details of targeting 
by political advertisers are disclosed to the public 
via Facebook’s ‘Ad Library’. Facebook permits 
political advertisers in New Zealand to target 
their advertisements at specific groups based on 
location, age, gender, demographics (e.g., university 
graduates or parents), behaviours (e.g., frequent 
overseas travellers or commuters) and interests 
(e.g., electronic vehicles or classical music). 

bands of voters cared about most, helping it gain seats 
in the election and contributing to a hung parliament.62
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counterparts will continue to increase. Seemingly perfect 
videos can now be created by written or oral command 
using AI video generators such as Synthesia. 

This is not to say that deepfakes are wholly without 
legitimate use. They simultaneously draw on and advance 
the positives and pleasures of entertainment—of movies 
and gaming, etc. And it might be argued that deepfakes have 
a legitimate role in advertising. Certainly, and especially 
in relation to virtual reality in the classroom, education 
in the future might be permeated by deepfakes—with 
students travelling to a simulated Rift Valley, ancient 
wonder, or Beijing. Deepfakes are already being used in 
history classrooms to generate so called ‘deep nostalgia’, 
bringing to life the images of historical figures using old 
photographs and AI video generators.73 

But the trouble is that synthetic media can be used 
perversely. And they will be in the future, too. In the political 
arena, Maja Brkhan describes two categories of deepfake: 
“videos aimed to harm political opponents and those 
seeking to enhance the candidates’ political popularity. The 
first category includes videos depicting politicians involved 
in corruption or another controversial or criminal activity 
and uttering statements with inappropriate or offensive 
content. The second category could include fake videos of 
politicians attending high-level international meetings they 
never attended, shaking hands with prominent world leaders 
or offering support to vulnerable societal groups, such as 
homeless, sick or otherwise affected.”74  Deepfake content 
can have serious ramifications for political campaigns, 
particularly when it is released in the lead up to an election 
with insufficient time remaining to prove its falsity. In May 
of 2023 Turkish presidential candidate Muharrem İnce 
withdrew from the ballot less than a week from the election 
after the release of a porn video he claims is a deepfake.75

The power for destruction that these machine intelligences 
represent is particularly acute in relation to polarization 
and division. Deepfakes spread disinformation, which easily 
inflames existing social and political tensions.  By targeting 
specific demographics with deepfakes, disinformation 
campaigns magnify divisive issues, heighten polarization, 
and freeze political discourse. They crowd out and frustrate 
the free-flow and transmission of accurate information. 
And they skew elections. Even social media platforms 
find it difficult to address the issue of deepfake crimes. In 
many cases of deepfake fraud in New Zealand, the hacked 
accounts were still not deactivated even weeks after they 
were reported.76

Disinformation campaigns during electoral processes are 
multiform and nasty. They can be text-driven, video, image-
based or auditory. They are multimodal, often using a 
combination of all of these: e.g., a video accompanied by 
what looks like a news article, to make them appear more 
realistic.70 Benzie and Montasari lament that “offsetting the 
benefits of a more connected world are a string of worries 
as far-reaching platforms have become breeding grounds 
for mis- and disinformation disseminated by humans and 
machines often with malicious underlying intentions.”71

Bots further the deception through news sites and on 
social media platforms, creating the illusion of widespread 
support or hostility towards a particular candidate or 
issue. The manipulation distorts public perception and 
attempts to sway voter preference. Indeed, “European 
and global democracies are under a severe threat due 
to extensive spread of disinformation through social and 
traditional media. And the use of automated accounts 
and bots, psychographic microtargeting, and deepfakes 
to proliferate fake news during elections are making the 
problem even more alarming.”72

Fake news typifies text-driven manipulation. It is a serious 
threat, but ironically, “as the likely quantity of fake news 
will become impossible for humans to identify and analyse 
rapidly enough, AI technology will certainly become key 
in detecting and identifying it.” In the meantime, machine 
intelligences working as LLMs which generate text in 
multiple genres, will increase the quantity and probable 
quality of fake news. Its cousin, manipulated content, works 
by editing and metamorphosing images, videos, or audio 
recordings into something new—Deepfakes, which are a 
form of impersonation. 

These deepfakes are a form of synthetic media generated 
by deep learning algorithms of Generative Adversarial 
Networks—GANs. These consist of two neural networks, 
a generator, and a discriminator, which work to produce 
lifelike synthetic media. The generator creates draft 
content, while the discriminator evaluates its authenticity. 
Through an iterative process, the generator expands its 
ability to produce increasingly realistic content, while 
the discriminator becomes better at finding fakes. Over 
time, the generator creates credible deepfakes difficult to 
distinguish from the person they are based on. Because of 
their power to deceive, deepfakes pose a serious problem 
to elective processes and democratic government, without 
even considering the serious issues of privacy and consent. 
The quality of resemblance to the deepfake’s human 
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Several deepfake parodies have been produced of 
Government Minsters using AI generative technologies. 
In November 2021 a deepfake video of Jacinda Ardern 
smoking marijuana was posted to Facebook. Despite 
the poor quality of the video, comments made by 
Facebook users indicate that these images were 
mistaken for real footage by some members of the 
public.79 The creator of the video, owner of the YouTube 
channel, ‘Genuine Fake’, has produced more than 85 
videos of prominent New Zealanders. The most popular 
of these—featuring Jacinda Ardern as Buttercup from 
‘The Princess Bride’—has received more than 65,000 
views. The marijuana video has been viewed more 
than 17,000 times to date.

Deepfakes technologies are also increasingly being 
used by political actors for more benign purposes, 
such as the production of images by the New Zealand 
National Party for campaign posters in the lead up to 
the 2023 election.80 

Worryingly, deepfakes are increasingly being used 
to target New Zealanders in a range of serious 
cybercrimes. These scam videos use AI generated 
videos of prominent New Zealanders to trick people 
out of their money. In early 2023, a deepfake video 
of New Zealand influencer and former socialite Aja 
Rock was released via a hacked Instagram account 
deceiving several friends and followers into signing 
up for a financial investment scam. Other celebrities 
whose visages have been used in this manner include 
Sir Sam Neill, sporting stars Richie McCaw and Sonny 
Bill Williams and Newstalk ZB broadcaster Kate 
Hawkesby. The AI generative technologies used in 
these scams were far more sophisticated than those 
used by ‘Genuine Fake’, replicating both the images 
and the voices of these individuals convincingly.81 The 
use of trusted public figures to successfully hoax the 
public threatens to further undermine public trust.

Although the production of deepfakes itself is not illegal 
in New Zealand, some instances of Deepfake production 
may be deemed ‘harmful material’ under the Harmful 
Digital Communications Act 2015 or considered a 
breach of other existing legislative frameworks, e.g., 
the Privacy Act 1993, the Broadcasting Act 1989 or 
the Crimes Act 1961. However, due to the nature of 
cybercrime itself—where a crime can be committed 
virtually anywhere in the world from virtually anywhere 
in the world—the abuse of deepfake technology is 
difficult to prosecute and many people do not bother to 
report a crime when it has occurred online. In a recent 
Ministry of Justice Survey, it was found that “Cybercrime 
offences were the least likely to be reported, with 98% 
of incidents not reported to the Police.”82 

This is further exacerbated by the complex and 
overlapping network of both government and 
charitable organisations responsible for responding to 
cybercrimes in New Zealand.83 A simple Google search, 
“Where to report cybercrime in New Zealand”, brings up 
the following list of organisations: CERTNZ (Computer 
Emergency Response Team), IDCARE (a New Zealand/
Australian charity that also receives referrals from 
government organisations), Department of Internal 
Affairs, Netsafe, New Zealand Police, National Cyber 
Security Centre and Serious Fraud Office. 

Deepfakes, and disinformation in general, have a caustic 
effect on public trust. In its 2018 report the Computational 
Propaganda Research Project “found evidence of formally 
organized social media manipulation campaigns in 48 
countries, up from 28 countries [the previous year] …. 
Much of this growth comes from countries where political 
parties are spreading disinformation during elections, or 

countries where government agencies feel threatened by 
junk news and foreign interference and are responding 
by developing their own computational propaganda 
campaigns in response.”77 Disinformation campaigns 
sow doubts as to the legitimacy of electoral processes. 
We shall discuss the issue of trust further in subsection 
2.3 below. 
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open to falsifiability or a theory with greater explanatory 
and predictive power than that offered by a current model.  

The risk with epistemic bubbles lies in the sustaining 
of false beliefs as narrow interests morph into closed, 
untested and biased ones.87 At this point, it becomes easy 
to drift into bad, even conspiratorial ways of thinking. And 
machine intelligence that is malignly used compounds this 
phenomenon. Key questions, here, are whether epistemic 
bubbles, fortified by AI, advance or reflect the particular 
pathologies of their communities; and the relation between 
agency and technological determinism.88

Further, while the quality and objectivity of the free press 
(The Fourth Estate) can often be questionable, the growth 
of epistemic bubbles virtually guarantees its growing 

2.1.6 Epistemic bubbles 

The science of psychographic profiling lends itself 
to microtargeting, which in turn nudges voters down 
certain political paths. In a similar way, disinformation 
and deepfakes make nigh impenetrable the layer which 
surrounds epistemic bubbles (knowledge bubbles). 

Epistemic bubbles are communities of people who 
consume and share information which bolsters their 
presuppositions. To an extent we are all belong to one or 
more such bubbles. It is a natural consequence of following 
up on things that interest us. The danger comes when we 
block off exposure to counterfactuals or from different ways 
of evaluating a set of propositions, “facts”, events, and 
conclusions. We become smugly isolated in our thinking or 
fail to come to grips with contradiction and complexity—
sometimes simply because it is inconvenient to do so. It 
is not only dis- and misinformation that makes epistemic 
bubbles so hazardous, but also limited information and 
the wrong conclusions drawn from it.84  Microtargeting, 
recommenders, and a plethora of serviceable media 
that are ready to buttress our “insights” only add to 
these perils.85 And such bubbles can be profoundly 
anti-democratic.86 They can silence debate and hamper 
personal and national development.

How are these dangers to be understood in electoral and 
political terms? First, epistemic bubbles tend to embrace 
a narrow perspective. This is not always a bad thing. 
Research, for instance, can have a very narrow focus.  And 
specialisation, by its nature, limits the amount of reference 
material that can be resourced. But valid research remains 

In sum, disinformation employs deception. It can have 
far-reaching consequences for democracies. It works by 
leveraging social media platforms to promote or discredit 
political candidates, parties and policies. It manipulates 
public opinion and consequently affects voters decision-
making and behaviour. Fake news and deepfakes are core 
to its success. Additionally, and dangerously, disinformation 
accentuates polarisation and social division, polluting the 
atmosphere of toleration that characterises democracies. 
Disinformation undermines trust in electoral processes, 
weakens democratic life, and strengthens the fist of 
authoritarian leadership. Consulting firm Gartner makes 
the sobering prediction that “the majority of individuals in 
mature economies will consume more false information 
than true information,” and notes that “Brookings calls this 
‘the democratization of disinformation.’”78 

According to an AUT report,91 trust in traditional 
media continues to decline in NZ: down from 53% 
in 2020 to 42% in 2023. Kiwis are increasingly 
turning to social media platforms for their news 
content, with Facebook ranking as the third 
largest source of news for New Zealanders (behind 
TVNZ and Stuff). Facebook uses an AI algorithm 
to rank posts (including news) on each user’s 
platform. The algorithm has been developed over 
several years. Initially it performed fairly simple 
calculations to rank updates from friends so that 
items of most interest (e.g. changes in relationship 
status) appeared first. Later developments to the 
algorithm prioritised time spent on the platform, 
giving rise to the ‘clickbait’ article. Now the focus 
is to encourage interaction. One side-effect of this 
is the prioritisation of divisive content and news 
that aligns with the user’s interests, thus driving 
the growth of the epistemic bubble.92
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2.2 The threat to government

Spying is an ancient practice stemming from the anarchic 
nature of the international order. No state can fully trust 
the intentions, aims and ambitions of friendly or neutral 
states, let alone hostile or pariah states. Thus, the need 
for intelligence in the contemporary world is pervasive 
and pressing. Governments, with a duty to protect their 
citizens and their interests, invest significant resources in 
detecting and thwarting threats from state and non-state 
actors. Corporations, particularly multinationals or those 
trading across borders, seek intelligence on governments 
and competitors to identify commercial opportunities, 
comparative advantage or to manage regulators. Even 
criminal syndicates and terrorist groups seek intelligence 
to identify targets and to evade law enforcement.

AI is set to transform the world of intelligence gathering 
and usage and will be adopted and employed widely by 
governments, corporations and transnational actors, not 
just criminal but also potentially international organisations, 
civil society organisations and the not-for profit sector. 

2.2.1 The External Threat

The external threats to democracies mainly arise from 
foreign intelligence and multinationals. Transnational 
criminal organisations and terror groups also pose a risk, but 
in a parasitic and usually slightly less sophisticated manner. 
These external actors will be able to use the technology 
already described above to influence our politics for their 
own ends. Let us now look at how this will occur.

Foreign intelligence

Western democracies like New Zealand have long been 
the targets of espionage from hostile, or unfriendly, 
states. It is common knowledge that China and Russia 
pose consistent and serious espionage threats, routinely 
targeting government institutions, corporations and 
individual citizens, although other states also engage in 
espionage against Western democracies that is less well-
known and well-broadcast.96

Advances in AI technology will enhance traditional 
espionage tradecraft through, for instance, psychographic 
profiling to identify potential agents with access to desired 
information and vulnerabilities capable of exploitation. 
However, it is the potential of AI to shape public opinion 
and the outcomes of elections that poses an emerging and 
far more serious threat.

irrelevance and likely demise.89  And in a vicious circle its 
shrinking confines us to more bubbles. This loss marks a 
potential inability to inform the public in a broadly agreed 
upon way. And it is not surprising that public protests 
have recently become more regular, more strident, and 
seemingly less tolerant.90 For a deliberative democracy 
to work, people need open access to accurate, shared 
information. The entrenchment of knowledge bubbles 
works to undermine this.

Epistemic bubbles might also endanger free and fair 
elections. When voters are targeted and nudged in 
knowledge bubbles, their political choices can be 
influenced by misleading or false information. Our votes 
run the risk of aligning with the information we have been 
fed or, more disturbingly, the political hand that feeds it to 
us.93 And our ability to make informed decisions or freely 
choose between candidates or policies diminishes, while, 
for all the wrong reasons, our national electorate becomes 
more polarised.94 

The broader significance of these effects is the degradation 
of social cohesion. A moment’s reflection also suggests 
they dent friendships and diminish empathy. By definition, 
knowledge bubbles operate with differing premises and 
sets of “facts”. As they solidify around a single narrative, 
it becomes harder for us to sustain a common horizon of 
national values and a shared understanding of the world. 

In sum, epistemic bubbles pose a risk to the process of 
reasoning, the pursuit of truth, respectful disagreement, 
social cohesion, and the ability to have our actions shaped 
by compassion.95 Epistemic bubbles erode trust in political 
candidates, the integrity of electoral commissions, 
traditional media, and judiciaries. And the attrition of 
trust leads to further civic disengagement. 

All this translates into a serious threat to democracies. 
An electorate that is caught up in echo chambers will be 
plagued by poor leaders, bad policies, and tend to the 
decay of the underlying social cohesion which is necessary 
for democratic norms and values. Such an electorate 
will either wilfully or accidentally advance autocratic and 
despotic government. If we value democracy, we must 
address the narcissism of knowledge bubbles; their inflation 
and try to deflate them. The following section explains in 
more detail how profiling, microtargeting, nudging, GANS, 
and epistemic bubbles translate into dangers to democratic 
government both external and domestic.
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single electorate aimed at creating the impression of a 
constituency backlash against a policy proposal completely 
generated and implemented by AI, including intelligent and 
automated phone calls to electoral offices.102

Products of GANs are another rapidly developing tool 
that external powers will use to shape public opinion, 
policy formation and electoral outcomes. As discussed 
above, deep fake technology, at the moment incapable 
of completely eluding detection, is becoming advanced 
enough to convince an undiscerning observer. 

Bad state actors targeting New Zealand will not only 
generate deep fake images (and increasingly footage and 
voice) but will also exploit AI’s virality. They have analysed 
the mechanisms and environments that facilitate the 
phenomenon of viral social media and can drop strategically 
timed deep fake images days before an election.103 While 
the bogus nature of the image might be detected relatively 
quickly, if the image or footage attains virality, it will achieve 
its intended effect in spite of discovery.104 For example, 
this type of weaponization of images could involve a prime 
ministerial candidate in a compromising position, doing 
something illegal, reneging on a promise or changing a key 
policy at the heart of the election battle. 

Cybercrime

Governments will not only have to contend with this 
new threat to the integrity of democratic institutions, 
processes and society from state actors, but also from 
corporate actors and criminals. They all have agendas and 
interests in the outcome of specific policy decisions and/or 
electoral outcomes. And the same tools will be available 
to anyone with the resources and motivation to affect 
decision-making and outcomes in democratic processes. 
Moreover, these tools can be used from virtually anywhere 
on earth. In the realm of AI-enhanced cyber espionage, 
digital manipulation and interference in the functioning of 
democracy is borderless.

Cybercrime predates the arrival of recent advances in AI 
technology, but is set to become far more sophisticated 
and costly thanks to machine intelligence. Governments 
in Western democracies are under increasing attack, and 
increasingly successful attack, by transnational cyber 
criminals. The current modus operandi of cyber criminals 
is to steal sensitive customer data held by businesses 
and then extort the business for millions of dollars. New 
Zealand and Australia have been the subject of a recent 

Hostile states have long sought to employ their intelligence 
capabilities to influence and shape the public opinion, 
policy formation, legislation and diplomacy of democratic 
governments and societies deemed to be adversaries or 
impediments to the hostile state’s national interest. The 
traditional targets of this type of espionage have been 
journalists, politicians, bureaucrats, lobbyists, diplomats 
and civil society organisations. However, with the 
digitisation of democratic governments and societies, with 
government-citizen interactions increasingly conducted 
online, along with political discourse and debate, 
particularly via social media platforms, there are new 
and emerging opportunities to manipulate both public 
opinion and policy making (including using the former to 
shape outcomes in the latter).97 

We have already witnessed a concerted effort by one 
state actor, namely Russia, to interfere with the 2016 
US election via Twitter, exploiting its anonymity and, at 
the time, relatively cheap and easy means of creating 
bot accounts or accounts managed by Russian actors 
impersonating American citizens.98 It is difficult to discern 
the motive in this operation, given accounts offering both 
left-wing and right-wing perspectives were created and 
employed by Russian engineers. It may simply have been 
an effort to exacerbate political polarisation.99 In any event, 
the operation should be seen as experimental, the testing 
of a new and nascent influence operation technique made 
possible by the advent of machine intelligence. 

As LLMs become ever more capable and effective, further 
opportunities for foreign interference emerges.  Hostile 
intelligence services, with the resources of state behind 
them, will turn bots into convincing autonomous political 
influencers. In fact, the capability of AI social media 
accounts to post human-like content, but also to do so 
in a more elegant and convincing way, will manipulate 
public opinion and debate on contentious political, moral 
and social issues, in ways that will be difficult, perhaps 
impossible, to detect.100 Moreover, hostile foreign actors 
can now employ such AI accounts at scale cheaply, quickly 
and remotely.  These accounts will be able to flood the 
national electorate with thousands of autonomous 
individualised voices indistinguishable from the average 
citizen, except, ironically, insofar as they might prove more 
influential than the average voice, as noted above.101 

Furthermore, agents might be able to use the technology 
in very targeted ways, for instance, with a messaging 
campaign targeting an elected representative in a 
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It is not just hacking, though. AI also enables cyber 
criminals to employ GANS, other algorithms or AI-enhanced 
techniques to target government agencies (and private 
corporations) at scale in cost-effective ways. 

Multinationals (corporate leviathans)

Multinationals, like foreign governments, have the resources 
and incentives to intrude on democratic processes. They 
openly compete for political influence by employing 
government relations teams, lobbyists, PR companies 
and political advertising. Because of the resources 
at their disposal, the commercial interests involved in 
policy, legislative, regulatory actions, trade agreements 
and treaties and their quick adoption of technology, 
multinationals have the means and motive to enter the 
AI influence game in a big way.

For corporations, machine intelligence can shape public 
opinion and policy/regulator decision-making in profitable 
and undetectable ways as was discussed in section 2.1.108 
With reference to our earlier discussion on psychographic 
targeting, the point to note is corporations are no strangers 
to manipulation and perception shaping. Advertising 
has long employed manipulative techniques leveraging 
psychological research and communication expertise to 
sell products, support or tarnish a policy proposal (the 
outcome of which the corporation has a commercial 
interest in), and promote or repair, as the case may be, a 
corporation’s brand and image. It is a small step for them 
to redeploy machine intelligence and learning to conduct 
psychographic profiling, and to develop and implement 
micro-targeting campaigns. The new element in this old 
game of corporate influence-peddling is due to the leap 
that AI gives in capability. 

Citizens have long been wary of the power of corporations 
and the way their commercial interests at times side-
step democratic decision-making. This caution has 
grown proportionally with the ties that have developed 
between politicians, lobbyists, corporate boards and their 
government relations teams.109 Moreover, the potentially 
widespread and effective employment of AI technology 
to shape the public environment and/or influence 
decisions, especially in the regulation and tender spaces, 
and particularly when it is a foreign corporation or multi-
national seeking to influence the decisions of a sovereign 
government, further undermines citizen trust in democracy. 

spate of successful cyber-attacks, unprecedented in their 
damage. One egregious example was the hack of customer 
data held by Australian private health insurer Medibank 
Private in October last year (2022) by hackers in Russia. 
The criminals stole information relating to four million 
customers for extortion. When Medibank refused to pay up, 
the cyber criminals systematically released the customer 
information doing untold damage to the reputation and 
finances of Australia’s largest health insurer and repository 
of some of the most sensitive data pertaining to citizens.105

In December 2022 a ransomware attack on 
managed service provider, Mercury IT, in New 
Zealand impacted several regulatory authorities 
including the Ministry of Justice and Te Whatu 
Ora. Tens of thousands of records were impacted 
or made inaccessible, including post-mortem 
examinations, cardiac and inherited disease 
registries and files relating to the transportation 
of bodies.106 

When reporting to the Security and Intelligence 
Committee in March of 2023, Andrew Hampton, 
Director General of the New Zealand Government 
Communications Security Bureau (GCSB), testified 
that state-sponsored cybersecurity actors account 
for over 34% of recorded instances in New Zealand. 
In the same hearing, Phil McKee, Acting Director-
General of Security, reported growing concerns that 
data was being collected on individuals speaking 
out against foreign regimes and used to target 
family members in their home countries.107
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Twenty-seven government agencies have signed up to 
the Algorithm Charter for Aotearoa New Zealand aimed 
at fostering transparency and accountability in the use of 
data. A key finding of a 2021 report into the charter was 
that it had introduced a complex range of considerations 
that government agencies had neither the capability nor 
the capacity to uphold. For example, the Charter requires 
signatories to ‘identify and manage bias’. This is recognised 
as an essential component of algorithm oversight, but it 
is one that many of the agencies simply lack the subject 
matter expertise to deliver on.116 

The threat to democracy posed by AI technology is 
cumulative. Its employment by hostile state actors to 
target government institutions and decision-makers, by 
cyber criminals to target corporations and manipulate 
stock markets, by unscrupulous foreign corporations to 
target government decision-makers and regulators, to 
shape or manipulate public opinion, collectively has the 
potential to seriously undermine the trust that underpins 
democratic society.  Our trust in the accuracy and reliability 
of information. Our trust in the integrity of the individuals 
we deal with. And trust in the institutions that are entrusted 
to maintain the health and sanctity of democratic order, 
such as parliaments and courts. We will turn to this subject 
in more detail in section 2.3. Before doing so, we offer a 
brief account of the risks that governments themselves 
pose in relation to AI, democracy, and elective processes.

2.2.2 The Internal Threat: Algorithmic 
government

External threats utilising AI-enhanced capabilities to 
corrupt democratic institutions and manipulate processes 
and public discussion are not the only AI specific threat on 
the horizon. Governments themselves will increasingly be 
tempted and/or pressured to adopt machine intelligence 
and learning because of its efficacy in data collection, 
analysis, decision-making and program administration.110 
The take up of this type of technology threatens democratic 
processes.111

Machine learning is already being employed by authoritarian 
regimes to enhance surveillance-based governance.112 It will 
only entrench and, in some cases, strengthen authoritarian 
rule. This will increasingly impact the international order, 
and the status, role and influence of democracies on the 
global system of governance and relations.

More worryingly, democracies such as Aotearoa New 
Zealand cannot expect to remain immune to the threat 
of digital authoritarian systems at home. The risk lies with 
good intentions and the effort to leverage advances in 
machine intelligence for governance and administration.113 
But when these are coupled with weak or non-existent 
regulatory frameworks, AI naivety and/or ignorance, and 
citizen apathy or even enthusiasm for the uptake of the 
technology, they run the risk of creating pathways for 
democratic transformation into digital authoritarianism, 
or some hybrid form of governance that compromises our 
democratic health.114

In 2018, the New Zealand government 
commissioned a report into the use of algorithms 
by government agencies.115 The report, based on 
the self-assessment of 14 government agencies, 
found that algorithms played a crucial role in 
significant aspects of decision making in the public 
interest including: 

•	 Use by police in assessing the risk of future 
offending in domestic violence cases

•	 Use by Probation Officers in assessing the 
risk of reconviction/reimprisonment

•	 Use by the Ministry of Health to rank priority 
for patients awaiting elective surgery

•	 Use by Stats NZ to create projections that 
inform agency planning

•	 Use by Immigration New Zealand to assign 
risk ratings to visa applicants

Significantly, 11 out of 14 agencies reported that 
the algorithms they used were developed with the 
assistance of outside expertise, raising concerns 
that the agencies using the algorithms may not 
fully understand how results are generated.
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policy making decisions, but also the handing of decision-
making itself over to an AI.123 If we tread this route, we 
depart from democratic ways and beat a path towards an 
algocracy: government by algorithm.124 Thus, the unalloyed 
adoption of machine intelligence may tear apart a system 
of government that relies on elected representation and 
citizen input into the policy-making process. It will likely 
deracinate the “core principle [of democracy]—that those 
affected by political decisions can understand themselves 
as their authors and that political decisions and outputs are 
tied back to citizens’ views and preferences.”125 Some might 
argue the gains outweigh the losses, but this is a debate 
New Zealanders should have while we are able to do so. 

In sum, all this means that advances in AI will present 
democratic governments with dilemmas in which the choice 
will be between efficiency and cost versus democratic 
participation and trust. The challenge for countries like 
New Zealand will be one of balance: maximising the 
certain benefits to democratic governance offered by 
machine intelligences while minimising and mitigating 
their potential harms. External influence from hostile state 
actors, criminals and multinationals, as well as internal 
pressure lend urgency to the task. Let us now turn to what 
the spread of AI means for citizens in a democracy. 

2.3 The threat to citizens

The single biggest threat that the poor or malign use of 
AI technologies poses for New Zealanders is probably the 
erosion of trust. Trust is essential in relationships.  It is 
critical for business. It is the premise for informed decision-
making, medical treatment, and curriculum development 
and delivery for the next generation. It is a remarkable, 
vital and yet underrated phenomenon that makes the 
world go round.

Trust is undermined when we think or feel that we are 
being deceived, and when we have been used, betrayed, 
or subjected to a string of broken promises. Trust is also 
eroded by selfishness. AI either wilfully or accidentally 
through good intentions has the capacity to scorch trust 
among us. It can also foment distrust in our own intuitions 
and judgements, causing paralysis in decision-making and 
dithering when it comes to action.

The microtargeting and nudging techniques mentioned 
previously in section 2.1 can cause us to distrust what 
we have previously believed. This is not necessarily a 
bad thing. It can lead to critical analysis. But if nudging is 

Accountability is an integral ingredient to a healthy and 
functioning democracy. It will come under increasing 
duress. First, because it is hard to see how a machine 
intelligence can be held to account by committee hearings, 
a royal commission or the like. Secondly, it will be difficult, 
if not impossible, for the media to play its traditional role 
in monitoring and reporting on, for instance, ministerial 
infractions if decisions are being made by AI programs. 
Furthermore, soon it will be impossible for humans to 
understand the rationale, mechanisms, or judgements 
machine intelligences use in decision making. Notions of 
accountability will flounder in their opaque operations.117 

A particular challenge for New Zealand will be the increasing 
difficulty of maintaining a healthy information space, in 
which citizens are able to participate in public discussion 
and debate by drawing on accurate and reliable public 
information: “ground truth data”.118 The malevolent pollution 
of our democratic information ecosystem (described in 
section 2.1 above) risks exacerbating political polarisation 
across the country, and sowing confusion among our 
electorate. It threatens to destabilise a crucial component 
in a democracy: functional and political literacy. 

AI also poses the greatest risk to our democracy by making 
voters irrelevant. Machine intelligence has the potential 
to make citizen opinion, preferences and participation 
obsolete.119 Well-intentioned technocratically-minded 
elected bodies, tired with fickle voters, may be tempted 
to hand over more and more decision-making to powerful 
machine intelligences already enhancing productivity 
in multiple areas of government.120 These will be more 
effective in policy development, for instance, in health, 
taxation or transport than their human counterparts. They 
will operate without the cost, confusion, and tedium of 
consultation.121 Prudent governments have long relied on 
data and analysis to inform decision-making (“evidence-
based policy”). Machine intelligence simply takes this to 
a higher level, and with very little financial cost. As Kaplan 
writes: “An AI-driven system could constantly collect and 
gather big data on the current opinions, preferences, 
and desires of a nation’s people and citizens. Policy and 
decisions could reflect in-the-moment public interests and 
potentially represent these more accurately than within a 
system where political parties are elected for several years, 
drifting more or less away from public approval over time. 
The technology to do this already exists.”122

But there is something crucial to note.  We are not only 
talking about the use of tools and aides to augment human 
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wrought through bot bombardment, and the dissemination 
of disinformation or the presentation of only half the 
story, it is problematic. It is deceptive. And such a lack of 
transparency works to undermine trust in our own ability 
to make sense of the world. It erodes our confidence.126

Indeed, hostile foreign actors exploit this. Intelligence 
units, criminal groups, and commercial entities use 
machine intelligence and learning to “ignite a sense of 
confusion or distrust in the individual… people believing 
falsehoods [is] a way in which common reference points 
within society are broken down, thereby undermining 
systems.”127 Doubting our judgements and the things 
we hear or read from others, tests our conscience and 
sense of discrimination. It can cause us to question the 
value of the right to assembly, to privacy, to freedom of 
religion, and even speech. Disinformation can powerfully 
erode commitment to the value of each liberty we enjoy, 
debasing our sense of self and the freedoms we take for 
granted. The sowing of distrust of parties, leaders, cabinet 
ministers and their advisers, the press, big tech, Google, 
etc., further damages society, democratic processes, and 
civic institutions.128

The distinctive feature of machine intelligence is the speed, 
breadth, and relentless pressure it brings to persuasion. 
Adverts, articles, and political messaging on TV are one 
thing; microtargeting, disinformation and AI quite another. 
They utterly outclass the former in terms of capability 
and effect. 

In a nutshell, and with some irony, bad state actors and 
other entities use machine intelligences to exploit our trust 
and then use that exploitation to attack what we trust. In 
an increasingly sophisticated manner, they use what we 
read, see, or hear to assault our values and undermine trust 
in our own judgements in others, and in the democratic 
institutions and processes that sustain us as a nation. 
The risk for New Zealand is that its citizens wallow in low 
levels of trust, which in turn will stymie social relations 
and perhaps tempt people with more authoritarian forms 
of leadership.129

EMBARGOED

UNTIL 5AM TUESDAY 03/10/23



Maxim Institute Discussion Paper	 18

3.2 National Government

The best defence against the erosion of trust engendered 
by AI in our body politic is an informed and wary public, 
irrespective of where the AI-generated disinformation 
or nudging or microtargeting is coming from. However, 
the New Zealand government also has a role to play in 
addressing the threats to our democracy posed by this 
new technology. 

As we have shown, the impact of AI is felt throughout 
society. Its use is already widespread and will continue 
to grow as the technology grows more sophisticated. The 
importance of this new technology and its concomitant 
risks warrant the establishment of a new business unit 
under the Department of Prime Minister of Cabinet (DPMC), 
The AI Coordination Group, in order to coordinate and lead 
the Government’s response. 

The AI Coordination Group would have a number of 
functions, but its first role would be fulfilled at its birth: 
it would demonstrate both how pressing the potential 
problems that come with the widespread adoption of AI 
adoption are, and also how serious the consequences 
to our democracy might be. A business unit within the 
centrally important DPMC would demonstrate to the public, 
the Government and other ministries just how necessary it 
is to take this issue seriously. It would, by its very creation, 
be educative to the public. It would in effect announce that 
this is something that the Government takes seriously, and 
is something therefore that you should also take seriously. 

The educative purpose would continue to be a key part 
of the new business unit’s purpose: to help demonstrate 
to the New Zealand public the dangers of AI and how to 
protect against them. This could be fulfilled through a 
variety of ways: running seminars; information evenings; 
advertisements; public announcements etc. The goal would 
be to help the public to be savvy consumers of AI generated 
content so that we are less likely to be misled by deepfakes, 
disinformation and nudging. To the extent that this new AI 
Coordination Group can do that, it would have obviated 
the need for more invasive governmental intervention. 

Within Government, this new business unit would be 
responsible for strengthening the defences around the 
data stored about New Zealanders. As we have seen, this 
data is vulnerable to cybercriminals and other international 
actors. One measure that would mitigate the harm from 
outside attacks would be to institute data siloes, whereby 

3. RECOMMENDATIONS

The primary purpose of this discussion paper is educative. It 
has described the opportunities and threats that come with 
AI, especially in relation to elections and government. It has 
highlighted the hazards AI poses to political candidates, to 
information, and to public trust. It has also addressed the 
risks of indifference towards the truth, a lack of appreciation 
for the democracy that we have, the pressures to maximise 
efficiencies without pausing to think of the human cost, 
and autocratic tendencies. These are all trends that could 
expedite the emergence of algorithmic government in 
democracies. 

The following recommendations are nascent. They do 
not provide full answers to the challenges outlined in 
this paper, but they trace paths that could be taken to 
help safeguard our elective processes, and the practices 
of participation, consultation, representation, and 
government accountability to the voting public that lie at 
the heart of our democracy. They lie at three broad levels 
of responsibility: individual; national government; and 
international organisations and diplomacy.

3.1 Education of the Individual

The first recommendation is for all of us. The best counter to 
most of the risks outlined above comes through individual 
knowledge and accountability. A good first step is to be 
aware of the threats that AI can pose to our democracy. But 
we also need to all develop critical thinking skills, to analyse 
our sources, to consume a range of media, and engage with 
different perspectives. The threat AI poses to democracy 
shrinks if there is open and informed public discourse. This 
paper seeks to be a small part of this discourse. 

Transparency will be the key to maintaining a clean and 
healthy informational ecosystem. Democratic governments 
will need to consider the establishment of new information 
regulatory regimes that embed transparency in an 
informational space in which AI technology is active. This 
might include rules around identifying the originators of 
information, along with their qualifications (establishment 
of authority), and most crucially, transparency regarding 
the involvement of AI in the generation and dissemination 
of the information in question, to enable citizens to properly 
assess different sources of information. (See, for example, 
the disclosure of our use of AI in the production of this 
paper at the beginning of this piece.)
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3.3 International Organisations and 
Diplomacy

The profound effects of AI on human society demand a 
proportionate response. Local and national initiatives 
will not be enough on their own. Something with a wider 
reach, like the Christchurch Call, needs to be established. 
Or, with the prospect of an artificial general intelligence 
(AGI) looming, a new Manhattan Project. Whether Call or 
Project, the proposed entity has to be an embodiment of 
the most able ethical, political, and scientific leaders from 
healthy democracies. Although transnational communities 
of professionals, academics, ethicists, etc. are already at 
work on many of the ethical and safety concerns related to 
the development of AI technologies, there is a need for a 
higher-level entity with more bite. Much as Five Eyes aims at 
physical security, it would aim to safeguard democratic life. 

There are already nascent attempts to bring (at least parts 
of) the international community together to discuss the 
safety of AI advances. Later on in 2023, the UK Government 
will hold the “first major global summit on AI safety” which 
will discuss how the risks of AI can be mitigated through 
“globally coordinated action”.132 Whether or not this will lead 
to anything concrete like a Manhattan Project for AI is yet 
to be seen, but New Zealand should be part of this summit 
so that its views and interests are heard. As a small nation, 
we cannot do much in response to global AI on our own. 
We must work with other countries to try and ensure that 
the serious risks that AI poses to our democratic systems 
are recognised and mitigated. 

To this end, we should argue for a new Call or Project 
premised on the intuition that people, not technology, is 
the normative centre of all public power. It would describe 
the human vectors to defend (in relation to democracy) 
from the threat of AI. These would likely privilege epistemic 
rights which acknowledge: (1) that learning is indispensable 
to human growth and happiness—and that the acquisition 
of knowledge involves trial and failure; and (2) the right to 
know who or what we are interacting with. 

It would also define and outline the necessary protections 
for democratic processes. AI, as it stands, focuses on 
information processing and on solving cognitive and 
coordination tasks. Participation and consultation are not its 
concerns. It processes data and makes recommendations 
on that basis. It is statistically and probabilistically driven. 
In contrast, a liberal democracy has special informational 

information is kept separate from other government 
institutions. This limits the amount of information that 
can be gained from any one security breach. On the other 
hand, this would reduce the efficiencies gained by the 
pooling of information by government departments, so 
a balance would need to be considered and, hopefully, 
struck.130 The other way in which the AI Coordination Group 
would help clean up the Government’s internal processes 
is by having oversight and guidance over the use of AI by 
the different governmental departments. The business 
unit would provide the expertise about AI that the current 
ministries lack. They would be able to ensure that the 
use of AI was in accordance with the Algorithm Charter 
for Aotearoa New Zealand that the various ministries and 
agencies have signed up to and that the use of AI was 
transparent and without bias. 

Finally, the new business unit would need to lead a review of 
New Zealand’s existing legislative and regulatory framework 
to determine if it needs to be amended in the light of the 
advent of AI. This review would best be done by experts in 
both the legal and the technological fields, and probably 
best led by the Law Commission. Such a review would 
be large and wide-ranging and, in some senses, perhaps 
futile in that the technology is evolving so quickly that the 
law will always be playing catch-up. However, this is still 
a necessary exercise. The end result may not be perfect, 
but it will be better than what we currently have. The 
review would look at, for example, privacy laws in light of 
deepfakes, the effect AI will have on Intellectual Property 
law, and the requirement for codes of compliance by users 
of AI. The use of AI in electoral advertising would also 
need to be considered in conjunction with the Electoral 
Commission. The efforts of overseas jurisdictions in this 
area are an obvious first place to look: for example, the EU 
recently passed a law regulating AI systems to ensure that 
they safeguard public safety, user rights and data privacy.131 
This review would also need to consider the downsides 
of governmental overreach when it comes to regulating 
content to try and prevent AI-generated disinformation. 
The concerns around government-controlled speech and 
the issues around defining what is disinformation remain 
whether or not that disinformation is AI-generated. The AI 
Coordination Group’s review should not be used as a way 
of limiting free speech under the guise of regulating AI.
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requirements.  These exist not just for outputs, but for 
safeguarding certain forms of human activity and decision-
making (throughputs) as well as the continuous integration 
of public preferences (inputs). Participation, consultation, 
implementation, reaction, reflection, feedback, and 
emendation are human elements of democracy. 

At root the project should tackle the central issue of 
accountability. One major risk of a drift to algorithmic 
government is the lack of accountability. The need then 
is to articulate and defend not just those elements which 
are necessary for democratic processes, but also at a 
more fundamental level it would defend what makes these 
specifically human requisites. Such a project would carry 
a defence of human work and the value of employment as 
well as an acceptance of human failure as a point of growth 
over and against algorithmic perfectionism. 

A new Call or Project should also settle on a framework 
and/or hierarchy of values. While questions remain as 
to (1) the basis for human rights and (2) which values/
whose values, the need for democracies to agree on a 
charter of rights and values in relation to AI is pressing. 
Given its actual and potential power, there is a case for 
seeding values we deem essential to human welfare and 
democratic health into AI’s evaluative processes. As we 
have noted, experts in AI doubt it is possible to “load” 
AI with values or create human-AI value alignment, or 
“contain” AI, but they admit the importance of trying to do 
so. In this case, if something proves better than nothing, it 
will be to everyone’s benefit. The International Bill of Human 
Rights (the Universal Declaration on Human Rights, the 
International Covenant on Economic, Social and Cultural 
Rights and the International Covenant on Civil and Political 
Rights) might be sufficient for our needs or provide the 
foundations for further development. 

Necessary conditions for success in a Call or Project will 
comprise commitment, personnel, and also funding for 
research, testing, and evaluation, and all the associated 
costs of these. This funding should be provided 
proportionally by participating democracies. 
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4. CONCLUSION

We may be on the cusp of the AI revolution. In decades 
to come we may look back at the 2020s as the time 
that AI fundamentally changed our economy, our social 
interactions and our day-to-day living. We can already see 
the impact of AI on our democratic systems. Microtargeting, 
nudging and deepfakes are all helping to dissolve the bonds 
of trust between citizens and their elected representatives. 
AI has also increased the scope, power and reach of 
international state competitors, cyber criminals and global 
corporations. While AI may help erode our democracy from 
the outside, the lure of AI-determined policy may tempt 
us to voluntarily throw away democratic government for 
government by algorithm.

Aside from wrenching ourselves away from modernity to 
live “off the grid”, there is not much we can do to escape the 
effect of AI. However, we can all lessen its impact upon our 
democracy by being aware of its reach and capabilities. This 
is what this paper is primarily designed to do: to educate 
and warn us to be “AI-savvy”. There are also steps that 
the government can take to minimise AI’s harm as much 
as possible. Internationally, we should be pushing for a 
second Manhattan Project to emphasise the importance 
of the human over the machine. By these means we will 
hopefully be able to look back at the 2020s as a time when 
we grasped the benefits of the AI revolution while warily 
sidestepping its dangers.
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